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multiple technologies and products.

From Associate, entry-level courses to Expert-level, experience-based exams, all professionals in or looking to begin a
career in IT benefit from industry-leading training and certification paths from one of the world’s most trusted technology
partners.

Proven Professional certifications include:

Cloud

Converged/Hyperconverged Infrastructure
Data Protection

Data Science

Networking

Security

Servers

Storage

Enterprise Architect

Courses are offered to meet different learning styles and schedules, including self-paced On Demand, remote-based
Virtual Instructor-Led and in-person Classrooms.

Whether you are an experienced IT professional or just getting started, Dell Technologies Proven Professional certifications
are designed to clearly signal proficiency to colleagues and employers.

Learn more at www.dell.com/certification
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Introduction

The storage device that you use for the initial backup is often a compromise between several factors,
including location, availability, capacity, speed, and cost. As a result, the backup data on initial target
storage is not an ideal storage for retaining the data for a longer period of time

The need to clone data is normally driven by a requirement for additional protection, or to move data to
a specific media type or location. In both cases, the priority is to secure the data as quickly as possible.

There is a higher probability that restore requests received within the first 48 hours would be linked to
data corruption on primary site and in such cases, we would be able to recover data from the local backup
copy. If there is a local disaster recovery or site loss, the recovery actions and objectives are likely to be
very different. Selected systems and services are assigned specific priorities, recovery point objective
(RPO) values, and recovery time objective (RTO) values.

Cloning and staging enables you to use storage devices more effectively by moving data between different
types of devices. You can copy the data that is stored on local tape devices to other devices in remote
locations without impacting the initial backup performance. You can copy backups from disk devices to
tape device to facilitate offsite or long-term storage. When data is moved from disk to tape, the space
reclaim is more effective

NetWorker cloning with Data Domain

The clone process allows you to:
e Create a duplicate backup and secure it offsite
e Transfer data from one location to another
o Verify backups

You can clone volumes and save sets. The clone process copies existing save sets from a volume in one
device to a volume in a different device. The target volume can be the same media type or a different
media type than the original.

Clone requirements & considerations

The Clone Data Domain must be running on an operating system version that is similar to or later than
that of source Data Domain.

NetWorker requires two or more storage devices to perform a clone operation. One device contains the
volume with the original data and the other device contains the volume to which NetWorker copies/clones
the data. The clone data must reside on a volume that is different from the original volume. Each clone
volume can only contain one instance of a cloned save set, even if the clone operation did not complete
successfully. For example, if you want to create three clone copies of a save set, NetWorker must write
each clone save set to a separate volume. As a result, you would need three separate volumes.

Note: When configuring multiple clone workflows for a scheduled clone, if a single backup pool has
multiple save sets, ensure that each clone workflow is streamlined to split the list of save sets that must
be cloned. If you attempt to clone a common SSID from a backup pool using multiple workflows into a
single clone pool, using only backup pool as the filter, the clone action might result in a media waiting
event. Ensure that the clone workflows in a single backup pool that have multiple save sets are separated
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by multiple clone pools. Best practice is to configure multiple workflows using additional filters along with
the backup pool.

When using a tape library with multiple devices, NetWorker Server automatically mounts the volumes
required to complete the clone operation. When using standalone tape devices, you must manually mount
the volumes. A message in the Alert tab of the Monitoring window indicates which volumes to mount.

Often businesses choose devices for the initial backup based on speed or cost requirements. NetWorker
supports cloning or staging data to a device type that differs from the source data volume. A common
cloning or staging scenario includes write to an Advanced File Type Devices [AFTD]/Dedupe storage and
then clone/stage to tape or another dedupe storage. This scenario allows for an extended retention period
without increasing disk space requirements. The use of deduplication can also provide efficient use of
storage. Cloning to or from deduplication devices can ensure that these devices are used effectively. If the
clone operation includes save sets from different devices, and you want all the save sets to be written to
the same volume, include only one volume in the clone target pool.

Note: It is recommended that you do not write Network Data Management Protocol [NDMP] and non-
NDMP data to the same clone volume because the number of file marks and positioning on the device
differs for both data types.

Save set status

NetWorker does not clone save sets that are recyclable or eligible for recycling. If NetWorker encounters
a save set that is not browsable, the save set is skipped and is not cloned. However, the clone status is
successful.

Recovery scenarios

When you clone data, you provide the datazone with an alternative data recovery source, which helps
protect against media loss or corruption. However, if the media is located in one of the following locations,
then the second copy of the data is still vulnerable to major disasters that can affect the entire site:

e On the same tape library as the original data volume
e On adeduplication device within the same data center
e In a Data Domain environment in an onsite safe

Sometimes, you may require more copies of a save set to ensure that all the recovery scenarios are
accommodated while maintaining the expected return on investment. This requirement may not apply to
all clients and all data, or be practical. However, consider the reasons for cloning to ensure that the cloning
strategy meets requirements and expectations.

Changing the target device or moving tapes to a second location after the cloning operation completes,
can provide additional protection.

NetWorker cloning example

In this example, a backup of a client with three data drives creates three save sets. These save sets are
stored on a volume that is accessible through Storage Node A. Once a cloning action occurs, the copies of
these save sets are sent to eligible devices in the clone pool on Storage Node B.
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In this figure:

o Aclient performs a backup of three data drives to Storage Node A. NetWorker creates three save
sets; one save set for each data drive.

e A clone operation reads the data from the volumes on Storage Node A, and then copies the save
sets to Storage Node B.

NetWorker server
Storage Node A Storage Node B
T R e L \ Y e e TR \
spamsaEE oo | [ el g ) |
e A
Backup : SEio I Cloning : \- 29208 !
| |
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Backup : : Cloning : 755 2927 :
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| Volume A1 : | Volume B1 :
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| I I |
Il Backup pool /' ]\ Clone pool |

GEN-001749

Replication of backup data — Optimized approach

Today, having two backup copies is a business requirement. The objective is to have a secondary copy
readily available for disaster recovery (DR) purposes. However, due to cost constraints, many
organizations opt for Active-Active data center (DC) approach where half of their infrastructure runs from
one DC and another half runs from another DC.

Setting up backup infrastructure and creating backup policies enables you to have backup copies of all the
servers available in both DCs. This is required so that if one of DC goes down at time, backed-up data can
be restored from the other DC without delay/loss.

To establish the same with Dell NetWorker and Data Domain as a backup software and target storage,
most of backup administrators opt for the native approach of having daily incremental and weekly full
backups with clone operations.

Generally, clone action runs after completion of every backup and a policy is not marked completed until
clone action finishes. There are scenarios where clone action takes more time to run as compared to
backup. The backup actions are normally within the DC, i.e. the source or the client server is in the same
DC where target Data Domain is placed. So, when a backup action runs, it uses intra-DC network and gets
completed faster. Whereas, in the case of clone action, the job needs to write on Data Domain, which is
hosted in another DC, thus, going thru inter-DC network.
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Hence, to save on this extra time for clone action and still get two backup copies, the following was

developed and matured to achieve two backup copies without Clone Controlled Replication (CCR).

In this concept, once the backup action is completed, the policy will be marked as ‘Done’ in NetWorker
Management Console (NMC), whereas backed-up data will be migrated or replicated to another Data
Domain using DD m-tree replication.

The devices in NetWorker are created such that NetWorker would not know about two backup copies, i.e.
there will not be any information of secondary or cloned backup copy in NetWorker Catalog but still it
would be able to read data from ‘Read-Only’ device of the second Data Domain.

Primarv RarTm Device R/W

-

NetWorker
Sernver

Renlication BaTuo Device R/O

Source Dafta Domain

Source mtree /data

Prerequisites

coll/networker(RW)

Mtree Reolication

Destination Data Domain
Destination mtree /data/coll/networker renl (RO)

To establish the same, some prerequisites need to be followed:

A user should be created on both Data Domain devices and must have ‘ddboost’ access. ddboost account
on both Data Domain devices will preferably have the same UID.

Source Data Domain

sysadmin@DDVE-01# user show list
User list from node "localhost".

Name uid
sysadmin 100
prabhk1l 500
ddboost 502

3 users found.
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admin
backup-operator
backup-operator

Last Login From
10.91.137.32
<unknown>
10.118.236.87

Last Login Time

Tue Jan 19 14:58:56 2021
never

Thu Jan 7 20:53:39 2021

Status
enabled
locked
enabled

Disable Date
never
never
never



Procedural Steps

Below is the step-by-step procedure which needs to be followed to implement this design:

1. Create a backup device on NetWorker through New Device Wizard in NMC for source Data
Domain along with desired Media Pool.

Select the Device Type
Select the type of stand alone device to configure

File Edit View Devices Window Help
rdc-nw-win lab local == Devices (4)

Showing: 4 of 4 tems {

a Domain Systems

CloudBoost liances 5
NAS Deme:pp - ; Select the Device
ame ~ |Paref =
B Libraries . (%) Data Domain
I8 Storage Nodes Data Domain Select this option to create a Data Domain type device on a Data Domain system.
& S ™= Databases_clone @ Configuratior Before you select this option, license and enable the DDBoost option on the Data Domain system
I EVMVQV«:?E Backup Appliances = ddve-01lab loc. - () ProtectPoint
B VMware Proxies == ddve-01.laboc. @c Select this option to create a ProtectPoint type device on Data Domain systems.
@ Sele Before you select this option, enable the vDisk option on the Data Domain system. .
Device: () Advanced File Type Device (AFTD)
@ Confi F Select this option to create a disk type device.
o s . Choose this option to create disk devices on a Data Domain system that is not DDBoost-enabled.
e L ) CloudBoost
Q. aihis Select this option to create a CloudBoost type device on a CloudBoost appliance
o Before you select this option, configure a CloudBoost appliance for use with NetWorker
)i DD Cloud Tier
. " Select this option to create a DD Cloud Tier type device on a NetWorker-managed Data Domain system 6.0 and later.
- : Before you select this option, license and enable the Cloud Tier option on the Data Domain system. |
(|

2. This will create an mtree and a corresponding DDBoost Storage Unit on source Data Domain .
NetWorker Mtree on Data Domain

DELLEMC  Data

in System Manager (2

Home MTree

Filter by MTree Name:

MANAGE SCHEDULES

Data Management

File System [ MTree Name ~  Quota Hard Limit @ Last24hrPre-Comp  + Last24hrPost-Comp & Last24hrCompRatic & Weekly AvgPostComp ¢ LastWeekPost-Comp ¢ Weekly AvgCompRatio ¢ LastWeek Comp Ratio -+
p— [ /data/coli/razboost None 00GB 00GB 0.0x 006GB 0.0 GIB(0.0%) 0.0x 0.0x ~
Snapshots I [ /data/col/rdc-nw-win None 59GB 14GB 42x nGEe 1.7 GIB(4.9%) 3Ix 85x I
[ /aata/colppa None 00GEB 00GB 0.0x oocB 0.0 GIB(0.0%) 0.0x 0.0x
Replication
[ /data/coltnwsrv-win-191 None 00GB 0.0GB 0.0x 0.0GB 0.0 GIB(0.0%) 0.0x 0.0x
Protocols [ /data/collnwsrv-inux-192_1 None 00GB 00GB 0.0x 00GB 0.0 GIB(0.0%) 0.0x 0.0x
~
[ /data/colynwsry-inux-192 None 09GB 01GB 70 oocB 1.0 GIB(8.9%) 16.0x 17.0x
Haraware Items Selected: 1 ltems 1-30 of 51 [ic| <] [3] [3]
SUMMARY SPACE USAGE DAILY WRITTEN
Administration
Maintenance MTree Details Quota
Full Path: fdata/col/rdc-nw-win Rename Quota Enforcement: Enabled Configure
status RW (Read Write) Pre-Comp Soft Limit: None
Pre-Comp Used: 31783 MIB Pre-Comp Hard Limit: None
Quota Summary None
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NetWorker ddboost storage unit on Data Domain

DEALLEMC Data Domain System Manager
Home DD Boost More Tasks ~ | [1]
Haalth
DD Boost status: Enabled
Dita Managamant Kerberos Mode: Windows / Active Directory CONFIGURE
Global Authentication Mode:  None CONFIGURE
Replication Global Encryption Strength: None

—— @ Global authentication mode and global encryption strength overrides clients authentication mode and encryption strendth settings If clients settings are weaker than global settings.

DD Boost

crs SETTINGS ACTIVE CONNECTIONS IP NETWORK STORAGE UNITS
NFS.

VIEW DD BOOST REPLICATIONS
Hardware

Storage Units €] i
Administration
Weekly
Maintenance [[] storage unit - User - ‘Quota Hard LImit & Last 24hr Pro-Comp « Last 24hr Post-Comp + Last 24hr Comp Ratlo » Woeekly Avg Post Comp # Last Week Post-Comp » :::lﬂ + Last Week Comp Ratlo «
Ratio
[] PLC-PROTECTION-ISS3195051166  PLC-PROTECTION-ISS3195051166  None. ooGn 0oGE 0.0x ooan 00GB 0.0x 0.0x
| rde-nw-win ddboost None 59 G 1460 42x 1GiR n7 Ga 13.1% a5x |
] rdzboost rdzboost None 0.0GIB aocB 0.0x noaGB 0.0cB 0.0x 0.0x
] ri-bir-in-01 boastnsr None oo 00GH 0.0x 00GE 0.0GB 0.0x 0.0x
[] ri-bir-lin-02 naeeme None 0.0GIB 0.0GcB 0.0x 0o GH 0.0 cIB 0.0x 0.0x
[ SGL FS PLC-DDAM-2426b SGL FS PLC-DDAM-2426D None coan ooGim 0.0x oG 0.0GE 0.0x 0.0x

3. Configure replication of NetWorker mtree from source Data Domain to target Data Domain .

Create Replication Pair

The Source or Destnation must be this host system. The other system can be added rom the Add System ink of the Manage Systems
dalog. source path should be vahd, Destmation Path should esther exist and be empty or not exst

CREATE ADVANCED
Repacation Direction:
Repiication Type:

Repiication Detalls

source system: Destnation system:
DDVE-Ollab local DDVE-Q2lablocal  ~

seurce Path. Destination Fath:

sasascons roe e sdatascoly [[rac-ow-wan_rept x|

Detatis:
Total Disk Space: 318
Used Disk Space: 201G
Source System Detais: DD Encryption At Rest. Enabled

Total Disk Space: 8341GB

Used Disk space- 2473Gm

DO Encryption At Rest. Enabiea

4 Source MTree is enabled for Cloud Tlering  Mors

4. Once replication is setup and completed, use below command on target Data Domain Command
Line Interface (CLI) to change the destination mtree to DDBoost storage unit.

‘ddboost storage-unit modify <storage unit name> user <ddboost user name>’
e.g.
sysadmin@DDVE-02# ddboost storage-unit modify rdc-nw-win_repl user ddboost
Storage-unit " rdc-nw-win_repl " modified for user "ddboost".

5. Manually configure this target DDBoost storage unit in NetWorker as a device.

a. Note down the folder path of the source device from the device properties in NMC.
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General | Configuration | Advanced | Information | Volume | Operations | Restricted Data Zones | System | Miscellane

Identity Status
Name: | DDVE-01.lab.jocal_dev | Enabled: (
Comment: [ I Read only: |
Device access information: |DDVE-01.lab.local:/rdc-nw-wini/dev1 Auto media management: |
Event id: [
Library Affiliation
Parent jukebox: [

6. Note down the replicated mtree name from Data Domain “Replication” page

Replication

Status: ° All replication contexts are normal. 2 Alert(s)

UPDATE RESET

Time (Est.)

SUMMARY PERFORMANCE ADVANCED SETTINGS
Filter By: Al v | ‘
[0 source * Destination * Type * State - Synced As Of Time + Pre-Comp * G
[0 DDVE-Otlablocal/data/coll/rdc-nw-win DDVE-02lab Jocal/data/coll/rdc-nw-win_repl MTree @ Normal 03/316:40 PM 0.00 Gi§ Completed

7. In NetWorker NMC on devices tab, Right click->New Device Properties.

Monitoring Protection Recover Devices Media Server

File Edit View Devices Window Help

[l rdc-nw-win lab local == Devices (4)
|- i
New Device Wizard Ctrl-W
+@ Da l

.

@ Clol - Sienidb il Search Pare@Search DescgSearch Volume name b ~@Search Restricted Data Zone
v BNAS|  Refresh FS |Parent juke... | Description |Volume name |Media type | Enabled |Restricted Data Zone
: = ';t::. Scan for Devices. Databases 001 Data Domain Yes
B8 Stagi  Configure Al Libraries joione Databasescionepool 001 Data Domain Yes
B8 VMware Backup Apphances S 10C DDCTPool 001 DD Cloud T... Yes
B VMware Proxies o= ddve-01.lab.loc. TestBKP.001 Data Domain Yes

8. Under device access information, mention the path storage unit in this format
DD_NAME:/replicated_mtree_name/folder_name_from_step_6.

a. Select ‘Read-only’ under status.

2021 Dell Technologies Proven Professional Knowledge Sharing
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o NetWorker Admini

stration V19.4.0.0 - rdc-nw-win.lab.local (NetWorker 19.4.0.0.Build.25 Enterprise Edition - Wind

Devices

File Edit View Devices Window Help
= [ rdc-nw-win lab local == Devices (4)
e Devices

+ @) Data Domain Systems
- CloudBoost Appliances
+- M NAS Devices
=3B Libraries
+- [ Storage Nodes

rch F

ted Data Zone

Name ~ |Parent juke_ .. |Description | Volume name |Media type |Enabled |Restricted Data Zone

8 staging : g:: |G ion | Ac \ ion | | Restri Data Zones | Miscellaneous |
B VMware Backup Appliances
B vMware Proxies = Mdentity Status
Name: |DDVE-02 lab local_dev1 IRead only: ™M I

Comment: [ Auto media management. [ |

Device access information: DVE-02 lab local /rdc-nw-win_repldev1 Iﬁ

Library Affiliation

Parent jukebox:

Cleaning
Description: [ ] Cleaning required: O
Media type: |Data Domain - Cleaning interval [
Device serial number: [ } Date last cleaned: |

Device Sharing Status

Hardware id: [ ] Suspected device: ]
Path id: [ ] Suspect mark time: [

o |_ok ]| Reset || cancei]

9. Go to configuration tab and key-in Remote Username and password (ddboost user as configured
in pre-requisites)

NetWorker Administration V19.4.0.0 - rdc-nw-win.lab.local (NetWorker 19.4.0.0.Build.25 Enterprise Editior

Edit View Devices Window Help
= [ rdc-nw-win lab local cw== Devices (4)
P D evices
=+ @ Data Domain Systems
- CiloudBoost Appliances
= NAS Devices
+ 33 Libraries
= Storage Nodes
&8 staging
B VvMware Backup Appliances
Bl vMware Proxies

Search Re

cted Data Zc

| Parent juke._ | Description

| Restricted Data Zone

Save Sessions Remote Host

Target sessions.

Max sessions:

Max nsrmmd count- Password: ecccccccccccs ]

Fm-ote user: ddboost jl

Local Backup Data Domain Configuration

Dedicated storage node: Enable fibre channel

Fibre channel hostname:

Hosts:

| Export path: ]
AFTD percentage capacity: ofz] DD Retention Period Min: ]

Media Management
Volume default capacity-

DD Retention Period Max: ]

DD Retention Lock Mode™  |None ~/

= [_ ok ]| Reset || cancel]

10. Click OK to create device.

11. Go to Media->Media Pools. Right click and open the Properties of Media Pool (which belongs to
source device) and go to Selection Criteria.

a. Select new device in the pool.
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General Selection Criteria | Configuration | Restricted Data Zones | System | Legacy |

Target Device

Devices: Databases
v|Databases_clone
ddve-01 lab local_DDCT
ddve-01 lab local_Test_BKP

Target Media
Media type required. | Data Domain -
Media type preferred: | -
Barcode prefix | |
© | OK || Reset Cancel

12. Mount the device.

Devices

File Edit View Dewvices Help

- — D”evlces “)

= @l rdc-nw-win lab local
e L) EVICES
= &) Data Domain Systems

£ CloudBoost Appliances < Search ParefliSearch DescliiSearch Volume name ~

=Bl NAS Devices Name ~ |Parent juke _ | Description | Volume name |Media type |Enabled

T T Libranies = Databases Databases. 001 Data Domain Yes

+ B Stormoe Nodes e g e
i o= ddive-01. lab loca New Device Wizard Cti-w DDCTP00i.001 DD Cioud T Yes

B vMware Backup Appliances

S —_— New Device Pr erties Ctri-N
B2 vmware Proxies Sdve Ol mb o o TestBKP.001 Data Domain Yes

Modify Device Properties Cui-O

Delete Delete

Copy
Refresnh Fo

Label

Enable/Disable

13. This device will only be used for restoring in case primary Data Domain goes down.
14. Before starting restore operation, go to Devices tab.

a. Unmount source backup device.
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File Edit View Devices Window Help
= [l rdc-mw-win lab local e Devices (4)

) Data Domain Systems
CloudBoost Appliances
=l NAS Devices
=S Libranes
& [ Storage Nodes

B8 siaging

E VMw::: E:;:::; Appliances | _ _01 tlab jocal_Test BIKP Modify Device Properties. . cr-O

W Edit Description. _

S
@

arch Mame

Name ~ |Media type | Enabled

Data Domain Yes
Data Domain Yes
DD Cloud T Yes
Data Domain Yes

w= Databases_clone
= dcve-01_lab local_DDCT New Device Properties Ctrin

Delete Delete

Copy

Refresh F5
S ——

Label

Enable/Disable

15. Make sure it has the same volume name as it was on source.

DEALEMOC NetWorker Monitoring Protection Recover Devices Media Hosts Server

File Edit View Devices Window Help

& [ rdc-nw.win ab Jocal = Devices (4)
i Devices
& () Data Domain Systems Showing. 4 of 4ltlems  Clear Al
#-§3) CloudBoost Appliances Search Name Search Paref§Search DescliSearch Volume name -
I NAS Devices Name ~ |Parent juke... Description | Volume name |Media type | Enabled
f' = ERymies == Databases Databases 001 Data Domain Yes
1 @ :nge oo *— Databases_clone Databases.001 Data Domain Yes
B8 Stagi
o = ddve-01 lab local_DDCT DDCTP00l001 DD Cloud T... Yes

& vMware Backup Appliances _

ﬂ VMware Proxies o ddve-01 lab local_Test_BKP TestBKP.001 Data Domain Yes

16. Start restore.

NetWorker Administration V19.4.0.0 - rdc-nw-win.lab.local (NetWorker 19.4.0.0.Build.25 Enterprise Edition - Windows NT Server on Intel)

Recover e Media

File Edit View Recover Window Help

Recover Totals:
Server Start Time:

Select the Recovery Type

Select the type of recovery. You can recover data from a traditional host backup or from a wirtual machine backup. When you recover data from a wvirtual machine backup, you can recover d
single machine, or recover data from multiple virtual machine backups.

- Type (=) Traditional NetWorker Client Recovery

ddctrecover B rdcnw-.. 18 rdc.nw-wintab | Y Recover a Networker Client, NDMP Client, or NAS Device

ddct-test (98 rdc-nw-.. 98] rdc-nw-win lab |

Status, Name | Source Client| Destination Client |
- kk % rdc-nw-.. 98] rde-nw-win lab |
- cttest |8 rdcnw-... 8] rdc-nw-win lab ..
- . Select the Recove Recovery Type
& test_rec W rdc-nw-... M8 rdcnw-winlab. ... 3 v
-
e

@

) Virtual Machine Recovery

@ Recaver dat: virtual machine(s

‘Currently Running:
Status Name ~ | Source Client| Destination Client |

Note:

Once the restore operation is completed successfully, the backup device needs to be remounted.
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Advantages
e Less load on NetWorker server as clone jobs are not configured on NetWorker server
e  Faster backups as there are more resources available on backup server with no load of clone.

e Light NetWorker server requirement and good competitive messaging to compete better with the
likes of Commvault who will need servers at production as well as DR (Primary servers, Media
servers)

e Data Domain-managed mtree level replication which should be faster than clone jobs, still giving
the flexibility to end customer to maintain desired RTO/RPO and backup application has full
visibility to the primary and secondary copy.

e Ability to replicate off-site via one port being opened in the firewall, and DR readiness assuming
the mtree replicated system is in a different subnet.

Assumptions
e Same retention of data is needed on Primary and Second copy.

e Granular control will be lost over what gets replicated, and retention management can only be
the same as what the backup are. You also can’t be as selective about what gets replicated off site
with mtree replication.

e |f there are WAN/LAN bandwidth issues, managed file would allow for cloning select data, or
specific points in time, i.e. weekly full backups. mtree is all or nothing at the mtree level. The only
way to control it would be to create more mtree’s on the source and splitting NetWorker backups
between the mtrees as desired.

Summary

This is for customers facing issues with CCR and there is lag in clone jobs due to network issues. If retention
requirements are the same at both Production and Disaster Recovery environment, this approach drastically
reduces backup windows, resulting in better SLA’s for backups.
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